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300

Recerving a irsd signal from a fivst mobile computing device, the first signal
indicative of a first state change at the first mobile coraputing device

302~

eceiving a second signal from a second mobile computing device, the second
signal indicative of a sccond state change at the sccond mobile computing deviee

3047

Determining that the first state change at the fivst mobile computing device and

the secondd state change at the sceond mobile computing device are related, and

that the first mobile computing device and the second mobile computing device
are currently located at a coramon geographic location

308/

Dretermining that a third mobile computing device is currently located at the
common geographic location

308

Transmitting to the third mobile computing device, a third signal indicative of a
recommended state change to the third mobile computing device, the
recominended state change being based at least i part on the first state change at
the first mobile computing device and the second state change at the second
mobilc computing dovice

310/

FIG. 3
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400

Recetving a first signal from a first mobile computing device, the first signal
indicative of a first state change at the first mobile computing device

4007

Recetving a second signal from 2 second mobile computing device, the second
signal indicative of a second state change at the second mobile computing device

404/

Determining that the first state change at the first mobile computing device and

the sceond state change at the second mobile computing dovice are rolated, and

that the first mobile computing device and the second mobile computing device
are carrently located at a common geographic location

406~

Determining that a third mobile computing device is currently located at the
commen geographic location

408/

Transmitting to the third mobile computing dovice, a third signal indicative ol a
recommended state change to the third mobile computing device, the
recoramended state change being based at least 1o part on the first state change at
the first mobile computing device and the second state change at the second
mobile computing device, wherein the recommended state change is based upon,
al least in part, an amount of time between the first state change and the second
state change

410/
FIG. 4
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SYSTEM AND METHOD FOR
CONTROLLING MOBILE DEVICE
OPERATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This Application is a continuation application claiming
priority under 35 U.S.C. §120 to U.S. patent application Ser.
No. 13/557,053, filed 24 Jul. 2012, the entire contents and
substance of which is incorporated by reference as if fully
set out below.

BACKGROUND

Mobile devices are of often required to be set in specific
states in specific situations. Motivations for these require-
ments may be socially driven (e.g., muting a phone in an
opera house), or technology driven (e.g., putting a phone
into a communications-disabled state, such as “airplane
mode” before a flight). While these requirements are gen-
erally clearly communicated, they are rarely technically
enforced, leaving the responsibility to comply with the
requirement to the device operator who unintentionally or
otherwise, fails to put their device in the required state.

SUMMARY OF DISCLOSURE

In one implementation, a method, in accordance with this
disclosure, may include receiving, at a server computing
device, a first signal from a first mobile computing device,
the first signal indicative of a first state change at the first
mobile computing device. The method may further include
receiving, at the server computing device, a second signal
from a second mobile computing device, the second signal
indicative of a second state change at the second mobile
computing device. The method may also include determin-
ing, at the server computing device, that the first state change
at the first mobile computing device and the second state
change at the second mobile computing device are related,
and that the first mobile computing device and the second
mobile computing device are currently located at a common
geographic location. The method may further include deter-
mining, at the server computing device, that a third mobile
computing device is currently located at the common geo-
graphic location. The method may also include transmitting,
by the server computing device, to the third mobile com-
puting device, a third signal indicative of a recommended
state change to the third mobile computing device, the
recommended state change being based at least in part on the
first state change at the first mobile computing device and
the second state change at the second mobile computing
device.

One or more of the following features may be included.
In some implementations, determining that the first state
change and the second state change are related may be based
at least in part on a confidence threshold calculation, the
confidence threshold calculation being based at least in part
on a first location of the first mobile computing device and
a second location of the second mobile computing device. In
some implementations, the confidence threshold may be
based upon, at least in part, a percentage of devices currently
located at the common geographic location that have under-
gone a particular state change. In some implementations,
determining the common geographic location may be based
upon, at least in part, a threshold distance between a reported
GPS location of the first mobile computing device and a
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reported GPS location of the second mobile computing
device. In some implementations, the first state change may
include at least one of a communications-disabled state (e.g.,
an “airplane mode™) setting change, a ringer setting state
change, a vibration setting state change, and an audio setting
state change. The method may also include determining a
time of the first state change and a time of the second state
change. In some implementations, the recommended state
change may be based upon, at least in part, at least one of the
time of the first state change and the time of the second state
change. The method may also include receiving one or more
device level signals at the server computing device. In some
implementations, the device level signals may include at
least one of noise level and accelerometer data used to
determine the first state change.

In another implementation, a non-transitory processor
readable storage medium having a plurality of instructions
stored thereon is provided. In some implementations, the
instructions, which when executed by a processor, cause the
processor to perform one or more operations. Some opera-
tions may include receiving, at a server computing device, a
first signal from a first mobile computing device, the first
signal indicative of a first state change at the first mobile
computing device. Operations may also include receiving, at
the server computing device, a second signal from a second
mobile computing device, the second signal indicative of a
second state change at the second mobile computing device.
Operations may further include determining, at the server
computing device, that the first state change at the first
mobile computing device and the second state change at the
second mobile computing device are related, and that the
first mobile computing device and the second mobile com-
puting device are currently located at a common geographic
location. Operations may also include determining, at the
server computing device, that a third mobile computing
device is currently located at the common geographic loca-
tion. Operations may additionally include transmitting, by
the server computing device, to the third mobile computing
device, a third signal indicative of a recommended state
change to the third mobile computing device, the recom-
mended state change being based at least in part on the first
state change at the first mobile computing device and the
second state change at the second mobile computing device,
wherein the recommended state change is based upon, at
least in part, an amount of time between the first state change
and the second state change.

One or more of the following features may be included.
In some implementations, determining that the first state
change and the second state change are related may be based
at least in part on a confidence threshold calculation, the
confidence threshold calculation being based at least in part
on a first location of the first mobile computing device and
a second location of the second mobile computing device. In
some implementations the confidence threshold may be
based upon, at least in part, a percentage of devices currently
located at the common geographic location that have under-
gone a particular state change. In some implementations,
determining the common geographic location may be based
upon, at least in part, a threshold distance between a reported
GPS location of the first mobile computing device and a
reported GPS location of the second mobile computing
device. In some implementations, the first state change may
include at least one of an airplane setting state change, a
ringer setting state change, a vibration setting state change,
and an audio setting state change. In some implementations,
operations may further include determining a time of the
first state change and a time of the second state change. In
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some implementations, the recommended state change may
be based upon, at least in part, at least one of the time of the
first state change and the time of the second state change.
Operations may further include receiving one or more
device level signals at the server computing device. In some
implementations, the device level signals may include at
least one of noise level and accelerometer data used to
determine the first state change.

In another implementation, a computing system is pro-
vided. In some implementations, the computing system may
include one or more processors associated with a client
electronic device, which may include, but is not limited to,
smart phones, tablet computers, laptops, and other commu-
nications-enabled electronic devices. The one or more pro-
cessors associated with the computing device may be con-
figured to receive, at a server computing device, a first signal
from a first mobile computing device, the first signal indica-
tive of a first state change at the first mobile computing
device. The one or more processors may be further config-
ured to receive, at the server computing device, a second
signal from a second mobile computing device, the second
signal indicative of a second state change at the second
mobile computing device. The one or more processors may
be further configured to determine, at the server computing
device, that the first state change at the first mobile com-
puting device and the second state change at the second
mobile computing device are related, and that the first
mobile computing device and the second mobile computing
device are currently located at a common geographic loca-
tion. The one or more processors may be further configured
to determine, at the server computing device, that a third
mobile computing device is currently located at the common
geographic location. The one or more processors may be
further configured to determine, at the server computing
device, a type of the third signal, the type being one or more
of a push notification and an alert. The one or more proces-
sors may be further configured to transmit, by the server
computing device, to the third mobile computing device, a
third signal indicative of a recommended state change to the
third mobile computing device, the recommended state
change being based at least in part on the first state change
at the first mobile computing device and the second state
change at the second mobile computing device.

One or more of the following features may be included.
The one or more processors may be further configured to
determine that the first state change and the second state
change are related based at least in part on a confidence
threshold calculation, the confidence threshold calculation
being based at least in part on a first location of the first
mobile computing device and a second location of the
second mobile computing device. In some implementations,
the confidence threshold may be based upon, at least in part,
a percentage of devices currently located at the common
geographic location that have undergone a particular state
change. In some implementations, determining the common
geographic location may be based upon, at least in part, a
threshold distance between a reported GPS location of the
first mobile computing device and a reported GPS location
of the second mobile computing device. In some implemen-
tations, the first state change may include at least one of an
airplane setting state change, a ringer setting state change, a
vibration setting state change, and an audio setting state
change. The one or more processors may be further config-
ured to determine a time of the first state change and a time
of the second state change. In some implementations, the
recommended state change may be based upon, at least in
part, at least one of the time of the first state change and the
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time of the second state change. In some implementations,
the one or more processors may be further configured to
receive one or more device level signals at the server
computing device. In some implementation, the device level
signals may include at least one of noise level and acceler-
ometer data used to determine the first state change.

In one implementation, a method, in accordance with this
disclosure, may include transmitting, by a first mobile
computing device, a first signal to a server computing
device, the first signal indicative of a first state change at the
first mobile computing device. The method may further
include receiving, by the first mobile computing device,
second signal from the server computing device indicative
of a recommended state change, the recommended state
change being based at least in part on a second state change
at a second mobile computing device and a third state
change at a third mobile computing device, wherein the
server computing device determined the second state change
and third state change are related and currently located at a
common geographic location and that the first mobile com-
puting device is currently located at the common geographic
location.

The details of one or more implementations are set forth
in the accompanying drawings and the description below.
Other features and advantages will become apparent from
the description, the drawings, and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagrammatic view of a method for controlling
amobile device in accordance with an implementation of the
present disclosure;

FIG. 2 is a diagrammatic view of a method for controlling
amobile device in accordance with an implementation of the
present disclosure;

FIG. 3 is a diagrammatic view of a method for controlling
amobile device in accordance with an implementation of the
present disclosure; and

FIG. 4 is a flowchart of a method for controlling a mobile
device in accordance with an implementation of the present
disclosure.

Like reference symbols in the various drawings may
indicate like elements.

DETAILED DESCRIPTION

Implementations disclosed herein are directed towards a
method, which may be used to reduce the chance of a mobile
device being left outside of its required state, thereby
correcting occasional human error. In some implementa-
tions, the mobile device control process described herein
may monitor and/or effectuate the state change of one or
more devices in a particular range, thus building on the
assumption that the majority of the group in the situation
will comply with the requirements and correctly set the
device state. Implementations disclosed herein may include
the process of identifying situations where a certain device
state is required and of a staged approach to proactively set
that state on the mobile device.

System Overview:

As will be appreciated by one skilled in the art, the present
disclosure may be embodied as a method, system, or com-
puter program product. Accordingly, the present disclosure
may take the form of an entirely hardware implementation,
an entirely software implementation (including firmware,
resident software, micro-code, etc.) or an implementation
combining software and hardware aspects that may all
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generally be referred to herein as a “circuit,” “module” or
“system.” Furthermore, the present disclosure may take the
form of a computer program product on a computer-usable
storage medium having computer-usable program code
embodied in the medium.

Any suitable computer usable or computer readable
medium may be utilized. The computer-usable or computer-
readable medium may be, for example but not limited to, an
electronic, magnetic, optical, electromagnetic, infrared, or
semiconductor system, apparatus, device, or propagation
medium. More specific examples (a non-exhaustive list) of
the computer-readable medium would include the follow-
ing: an electrical connection having one or more wires, a
portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory), an optical fiber, a portable compact disc read-only
memory (CD-ROM), an optical storage device, a transmis-
sion media such as those supporting the Internet or an
intranet, or a magnetic storage device. Note that the com-
puter-usable or computer-readable medium could even be
paper or another suitable medium upon which the program
is printed, as the program can be electronically captured, via,
for instance, optical scanning of the paper or other medium,
then compiled, interpreted, or otherwise processed in a
suitable manner, if necessary, and then stored in a computer
memory. In the context of this document, a computer-usable
or computer-readable medium may be any medium that can
contain, store, communicate, propagate, or transport the
program for use by or in connection with the instruction
execution system, apparatus, or device. The computer-us-
able medium may include a propagated data signal with the
computer-usable program code embodied therewith, either
in baseband or as part of a carrier wave. The computer
usable program code may be transmitted using any appro-
priate medium, including but not limited to the Internet,
wireline, optical fiber cable, RF, etc.

Computer program code for carrying out operations of the
present disclosure may be written in an object oriented
programming language such as Java, Smalltalk, C++ or the
like. However, the computer program code for carrying out
operations of the present disclosure may also be written in
conventional procedural programming languages, such as
the “C” programming language or similar programming
languages. The program code may execute entirely on the
user’s computer, partly on the user’s computer, as a stand-
alone software package, partly on the user’s computer and
partly on a remote computer or entirely on the remote
computer or server. In the latter scenario, the remote com-
puter may be connected to the user’s computer through a
local area network (LAN) or a wide area network (WAN), or
the connection may be made to an external computer (for
example, through the Internet using an Internet Service
Provider).

The present disclosure is described below with reference
to flowchart illustrations and/or block diagrams of methods,
apparatus (systems) and computer program products accord-
ing to implementations of the disclosure. It will be under-
stood that each block of the flowchart illustrations and/or
block diagrams, and combinations of blocks in the flowchart
illustrations and/or block diagrams, can be implemented by
computer program instructions. These computer program
instructions may be provided to a processor of a general
purpose computer, special purpose computer, or other pro-
grammable data processing apparatus to produce a machine,
such that the instructions, which execute via the processor of
the computer or other programmable data processing appa-
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6

ratus, create means for implementing the functions/acts
specified in the flowchart and/or block diagram block or
blocks.

These computer program instructions may also be stored
in a computer-readable memory that can direct a computer
or other programmable data processing apparatus to function
in a particular manner, such that the instructions stored in the
computer-readable memory produce an article of manufac-
ture including instruction means which implement the func-
tion/act specified in the flowchart and/or block diagram
block or blocks.

The computer program instructions may also be loaded
onto a computer or other programmable data processing
apparatus to cause a series of operational steps to be per-
formed on the computer or other programmable apparatus to
produce a computer implemented process such that the
instructions which execute on the computer or other pro-
grammable apparatus provide steps for implementing the
functions/acts specified in the flowchart and/or block dia-
gram block or blocks.

Referring to FIG. 1, there is shown mobile device control
process 10 that may reside on and may be executed by
computer 12, which may be connected to network 14 (e.g.,
the Internet or a local area network). Examples of computer
12 may include but are not limited to a single server
computer, a series of server computers, a single personal
computer, a series of personal computers, a mini computer,
a mainframe computer, or a computing cloud. The various
components of computer 12 may execute one or more
operating systems.

The instruction sets and subroutines of mobile device
control process 10, which may be stored on storage device
16 coupled to computer 12, may be executed by one or more
processors (not shown) and one or more memory architec-
tures (not shown) included within computer 12. Storage
device 16 may include but is not limited to: a hard disk drive;
a flash drive, a tape drive; an optical drive; a RAID array; a
random access memory (RAM); and a read-only memory
(ROM).

Network 14 may be connected to one or more secondary
networks (e.g., network 18), examples of which may include
but are not limited to: a local area network; a wide area
network; or an intranet, for example.

Mobile device control process 10 may be accessed via
client applications 22, 24, 26, 28. Examples of client appli-
cations 22, 24, 26, 28 may include but are not limited to a
standard web browser, a customized web browser, or a
custom application. The instruction sets and subroutines of
client applications 22, 24, 26, 28, which may be stored on
storage devices 30, 32, 34, 36 (respectively) coupled to
client electronic devices 38, 40, 42, 44 (respectively), may
be executed by one or more processors (not shown) and one
or more memory architectures (not shown) incorporated into
client electronic devices 38, 40, 42, 44 (respectively).

Storage devices 30, 32, 34, 36 may include but are not
limited to: hard disk drives; flash drives, tape drives; optical
drives; RAID arrays; random access memories (RAM); and
read-only memories (ROM). Examples of client electronic
devices 38, 40, 42, 44 may include, but are not limited to,
personal computer 38, laptop computer 40, smart phone 42,
notebook computer 44, a server (not shown), a data-enabled,
cellular telephone (not shown), and a dedicated network
device (not shown).

One or more of client applications 22, 24, 26, 28 may be
configured to effectuate some or all of the functionality of
mobile device control process 10. Accordingly, mobile
device control process 10 may be a purely server-side
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application, a purely client-side application, or a hybrid
server-side/client-side application that is cooperatively
executed by one or more of client applications 22, 24, 26, 28.

Users 46, 48, 50, 52 may access computer 12 and mobile
device control process 10 directly through network 14 or
through secondary network 18. Further, computer 12 may be
connected to network 14 through secondary network 18, as
illustrated with phantom link line 54.

The various client electronic devices may be directly or
indirectly coupled to network 14 (or network 18). For
example, personal computer 38 is shown directly coupled to
network 14 via a hardwired network connection. Further,
notebook computer 44 is shown directly coupled to network
18 via a hardwired network connection. Laptop computer 40
is shown wirelessly coupled to network 14 via wireless
communication channel 56 established between laptop com-
puter 40 and wireless access point (i.e., WAP) 58, which is
shown directly coupled to network 14. WAP 58 may be, for
example, an IEEE 802.11a, 802.11b, 802.11g, Wi-Fi, and/or
Bluetooth device that is capable of establishing wireless
communication channel 56 between laptop computer 40 and
WAP 58. Smart phone 42 is shown wirelessly coupled to
network 14 via wireless communication channel 60 estab-
lished between smart phone 42 and cellular network/bridge
62, which is shown directly coupled to network 14.

As is known in the art, all of the IEEE 802.11x specifi-
cations may use Ethernet protocol and carrier sense multiple
access with collision avoidance (i.e., CSMA/CA) for path
sharing. The various 802.11x specifications may use phase-
shift keying (i.e., PSK) modulation or complementary code
keying (i.e., CCK) modulation, for example. As is known in
the art, Bluetooth is a telecommunications industry specifi-
cation that allows e.g., mobile phones, computers, and smart
phones to be interconnected using a short-range wireless
connection.

Referring now to FIG. 2, a diagram 200 depicting one
implementation in accordance with a mobile device control
process 10 is provided. Diagram 200 includes a plurality of
mobile devices (e.g., mobile devices 202, 204, 206, 208,
210, 212, 214, 216, and 218) connected to one or more
networks (e.g., network 14). In this particular example, each
of the mobile devices shown may be located within an
airplane, accordingly, mobile devices 202, 204, 206, 208,
212, 214, 216, and 218 have all been set to a communica-
tions-disabled state (e.g., an “airplane mode™) by their
respective users, as is shown in FIG. 2. Mobile device 210
has not been set to a communications-disabled state (e.g., an
“airplane mode™).

It should be noted that the communications-disabled state
(e.g., an “airplane mode”) example described herein is
provided merely by way of example, as the teachings of the
present disclosure may be used in any number of suitable
situations. For example, some other applications may
include, but are not limited to, a ringer setting state change,
a vibration setting state change, an audio setting state
change, etc. For example, the mobile device control process
described herein may find particular use controlling and/or
recommending changes to mobile devices located in opera
houses, movie theatres, or other similar locales in which
silence is encouraged (e.g., placing the mobile devices in
mute or vibrate to minimize distractions).

As discussed above and referring also to FIG. 3, mobile
device control process 10 may be configured to receive
(302), at a server computing device (e.g., server computing
device 12) a first signal from a first mobile computing device
(e.g., mobile computing device 202). In some implementa-
tions, the first signal may be indicative of a first state change
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at the first mobile computing device (e.g., the user of mobile
computing device 202 setting the device into a communi-
cations-disabled state (e.g., an “airplane mode™)). In this
way, the first signal may be transmitted through one or more
networks (e.g., network 14) to server computing device 12.

In some implementations, the user of mobile computing
device 202 may set the device into a communications-
disabled state (e.g., an “airplane mode). Mobile device
control process 10 may delay the device being set into the
communications-disabled state (e.g., an “airplane mode™)
until the mobile computing device 202 is able to transmit the
first signal from the first mobile computing device (e.g.,
mobile computing device 202) to the server computing
device (e.g., server computing device 12).

In some implementations, mobile device control process
10 may be further configured to receive (304), at the server
computing device (e.g., server computing device 12), a
second signal from a second mobile computing device (e.g.,
mobile computing device 204). In some implementations,
the second signal may be indicative of a second state change
at the second mobile computing device (e.g., the user of
mobile computing device 204 setting the device into a
communications-disabled state (e.g., an “airplane mode™)).
Accordingly, the second signal may also be transmitted
through one or more networks (e.g., network 14) to server
computing device 12.

In some implementations, mobile device control process
10 may be further configured to determine (306), at the
server computing device (e.g., server computing device 12),
that the first state change at the first mobile computing
device and the second state change at the second mobile
computing device are related. For example, mobile device
control process 10 may be configured to identify that the
state change at mobile device 202 and the state change at
mobile device 204 are both related to changes to each mobile
device’s communications-disabled state (e.g., an “airplane
mode”). In some implementations, determining that the first
state change and the second state change are related may be
based upon a confidence threshold calculation. The confi-
dence threshold calculation may be based upon the respec-
tive locations of the first and second computing devices.
Additionally and/or alternatively, the confidence threshold
calculation may be based upon a number and/or a percentage
of mobile devices currently located at the common geo-
graphic location that have undergone a particular state
change. For example, the confidence threshold calculation
may be extremely high in the example where mobile devices
202, 204, 206, 208, 212, 214, 216, and 218 have all been set
to a communications-disabled state (e.g., an “airplane
mode”) and only mobile device 210 is the outlier. However,
the confidence threshold calculation may be lower if only
mobile device 202 and 204 have been set to a communica-
tions-disabled state (e.g., an “airplane mode”™). In this way,
mobile device control process 10 may be configured to
utilize this calculation prior to providing a recommended
state change. For example, a signal including the recom-
mended state change may only be set if the percentage is
greater than 80%.

Additionally and/or alternatively, mobile device control
process 10 may be further configured to determine that the
first mobile computing device and the second mobile com-
puting device are currently located at a common geographic
location (e.g., within and/or nearby an airplane, airport, etc.).
In some implementations, determining the common geo-
graphic location may be based upon, at least in part, a
threshold distance between a reported GPS location of the
first mobile computing device and a reported GPS location
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of the second mobile computing device. For example,
mobile device control process 10 may be configured to
determine that one or more of mobile devices 202, 204, 206,
208, 210, 212, 214, 216, and 218 are all located within 100
feet of each other. In this way, only devices within this
determined location may receive the recommended state
change. For example, other phones in the vicinity (e.g., in
the airplane terminal) may not receive the same recom-
mended state change because they are not located within the
same geographic location (e.g., more than 100 feet from any
of mobile devices 202, 204, 206, 208, 210, 212, 214, 216,
and 218).

In some implementations, mobile device control process
10 may be further configured to determine (308), at the
server computing device (e.g., server computing device 12),
that a third mobile computing device (e.g., mobile comput-
ing device 210) is currently located at the common geo-
graphic location (e.g., within and/or nearby an airplane,
airport, etc.).

In some implementations, mobile device control process
10 may be further configured to transmit (310), by the server
computing device (e.g., server computing device 12), to the
third mobile computing device, a third signal indicative of a
recommended state change to the third mobile computing
device. For example, server computing device 12 may
transmit the third signal to third mobile computing device
210 recommending that mobile computing device 210 be set
to a communications-disabled state (e.g., an “airplane
mode”). Accordingly, this recommended state change may
be based at least in part on the first state change at the first
mobile computing device 202 and the second state change at
the second mobile computing device 204.

In some implementations, mobile device control process
10 may be further configured to determine a time of the first
state change and a time of the second state change. The time
associated with each mobile device’s state change may be
factored into determining the recommended state change.
For example, if mobile devices 202, 204, 206, 208, 212, 214,
216, and 218 are all set to a communications-disabled state
(e.g., an “airplane mode™) within 15 minutes of each other,
mobile device control process 10 may determine that the
recommended state change be transmitted to mobile device
210. Alternatively, if the timing of each mobile device’s state
change is exceeds a particular time frame or the amount of
time between each device’s state change is too high, mobile
device control process 10 may refrain from transmitting the
recommended state change signal. In some implementa-
tions, the time associated with each mobile device’s state
change may be included within the confidence threshold
calculation discussed above.

In some implementations, mobile device control process
10 may be further configured to receive one or more device
level signals at the server computing device. Some device
level signals may include, but are not limited to, noise level
and accelerometer data associated with one or more of the
mobile devices (e.g., mobile devices 202, 204, 206, 208,
210, 212, 214, 216, and 218). In some implementations,
mobile device control process 10 may use device level
signals to determine a first state change of the first mobile
computing device.

In some implementations, mobile device control process
10 may be configured to determine a type of signal to
transmit to a respective mobile device. Some signal types
may include, but are not limited to, push notifications, alerts,
etc. In this way, mobile device control process may auto-
matically set a mobile device in a particular state or may
send a recommendation to the mobile device. Determining
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the type of signal to transmit may be based upon any number
of factors including the confidence threshold calculation.
For example, if the confidence threshold calculation is above
a particular level then the state may be changed automati-
cally. Additionally and/or alternatively, in the event that the
confidence threshold calculation is lower, mobile device
control process 10 may transmit a recommendation or alert.

In some implementations, mobile device control process
10 may be configured to receive a signal indicative of a
recommended state change initiated at a venue or by admin-
istrator at a particular geographic location (e.g., opera house,
movie theater). In some implementations, the signal indica-
tive of a recommended state change may be transmitted by
a non-mobile computing device. In some implementations,
mobile device control process 10 may effectuate a state
change responsive to a received signal indicative of a
recommended state change.

Referring now to FIG. 4, mobile device control process 10
may be configured to receive (402) a first signal from a first
mobile computing device, the first signal indicative of a first
state change at the first mobile computing device. Mobile
device control process 10 may be further configured to
receive (404) a second signal from a second mobile com-
puting device, the second signal indicative of a second state
change at the second mobile computing device. Mobile
device control process 10 may be further configured to
determine (406) that the first state change at the first mobile
computing device and the second state change at the second
mobile computing device are related, and that the first
mobile computing device and the second mobile computing
device are currently located at a common geographic loca-
tion. Mobile device control process 10 may be further
configured to determine (408) that a third mobile computing
device is currently located at the common geographic loca-
tion. Mobile device control process 10 may be further
configured to transmit (410) to the third mobile computing
device, a third signal indicative of a recommended state
change to the third mobile computing device, the recom-
mended state change being based at least in part on the first
state change at the first mobile computing device and the
second state change at the second mobile computing device,
wherein the recommended state change is based upon, at
least in part, an amount of time between the first state change
and the second state change.

Accordingly, implementations described herein may
allow for identification of candidate situations and corre-
sponding required state. The mobile device control process
described herein may utilize a cloud based central system,
which may be configured to dynamically monitor group
level signals that could identify specific state requiring
situations. The mobile device control process may identify
users using any suitable technique, for example, by their
user accounts, and across all carriers, devices and platforms.
In some implementations, users may opt-out and the user’s
data may not be retained or used by the mobile device
control process. In some implementations, once a specific
situation pattern threshold is matched by group signals, the
mobile device control process may analyze the estimate by
using device level signals such as noise level, accelerometer
data, etc.

The mobile device control process described herein may
be configured to identify unique group signals and/or char-
acteristics. Some of these may include, but are not limited to,
the identification of a specific and/or high density of devices
that occurs in a large enough range, a majority of the devices
within a particular range are stationary, a majority of the
devices within the range change device state to a specific
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state (e.g., mute) within a short enough interval, the group
location is matching the geolocation of a venue where such
situation can presumably take place (e.g., a concert hall or
opera house). Additionally and/or alternatively, mobile
device control process 10 may identify that a specific and/or
high density of devices occurs in a large enough range, a
majority of the devices within that range are stationary
and/or moving with the same exact parameters, a majority of
the devices within the range change device state to a specific
communications-disabled state (e.g., an “airplane mode™)
within a short enough interval, the group location is match-
ing the geolocation of a venue where such situation can
presumably take place (such as an airport).

In some implementations, the mobile device control pro-
cess 10 described herein may be configured to proactively
push a notification, alert, etc. with a description of the
learned situation and the recommended state to set. Addi-
tionally and/or alternatively, in some implementations, if the
notification is ignored and the required state is not set for a
set interval (e.g., 2 minutes), then the particular mobile
device may proactively set the required state without user
confirmation.

In some implementations, the mobile device control pro-
cess described herein may be configured to allow for an
initial setup phase, e.g., where the user may define the
situations and/or the permission levels to change a particular
device’s state. Additionally and/or alternatively, the mobile
device control process may be implemented using a decen-
tralized device-to-device level, which may, for example,
build upon a short range communication protocol.

Various implementations of the systems and techniques
described here can be realized in digital electronic circuitry,
integrated circuitry, specially designed ASICs (application
specific integrated circuits), computer hardware, firmware,
software, and/or combinations thereof. These various imple-
mentations can include implementation in one or more
computer programs that are executable and/or interpretable
on a programmable system including at least one program-
mable processor, which may be special or general purpose,
coupled to receive data and instructions from, and to trans-
mit data and instructions to, a storage system, at least one
input device, and at least one output device.

These computer programs (also known as programs,
software, software applications or code) include machine
instructions for a programmable processor, and can be
implemented in a high-level procedural and/or object-ori-
ented programming language, and/or in assembly/machine
language. As used herein, the terms “machine-readable
medium” “computer-readable medium” refers to any com-
puter program product, apparatus and/or device (e.g., mag-
netic discs, optical disks, memory, Programmable Logic
Devices (PLDs)) used to provide machine instructions and/
or data to a programmable processor, including a machine-
readable medium that receives machine instructions as a
machine-readable signal. The term “machine-readable sig-
nal” refers to any signal used to provide machine instruc-
tions and/or data to a programmable processor.

To provide for interaction with a user, the systems and
techniques described here can be implemented on a com-
puter having a display device (e.g., a CRT (cathode ray tube)
or LCD (liquid crystal display) monitor) for displaying
information to the user and a keyboard and a pointing device
(e.g., a mouse or a trackball) by which the user can provide
input to the computer. Other kinds of devices can be used to
provide for interaction with a user as well; for example,
feedback provided to the user can be any form of sensory
feedback (e.g., visual feedback, auditory feedback, or tactile
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feedback); and input from the user can be received in any
form, including acoustic, speech, or tactile input.

The systems and techniques described here may be imple-
mented in a computing system that includes a back end
component (e.g., as a data server), or that includes a middle-
ware component (e.g., an application server), or that
includes a front end component (e.g., a client computer
having a graphical user interface or a Web browser through
which a user can interact with an implementation of the
systems and techniques described here), or any combination
of'such back end, middleware, or front end components. The
components of the system can be interconnected by any
form or medium of digital data communication (e.g., a
communication network). Examples of communication net-
works include a local area network (“LLAN”), a wide area
network (“WAN”), and the Internet.

The computing system may include clients and servers. A
client and server are generally remote from each other and
typically interact through a communication network. The
relationship of client and server arises by virtue of computer
programs running on the respective computers and having a
client-server relationship to each other.

The flowchart and block diagrams in the figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer pro-
gram products according to various implementations of the
present disclosure. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of code, which comprises one or more executable
instructions for implementing the specified logical
function(s). It should also be noted that, in some alternative
implementations, the functions noted in the block may occur
out of the order noted in the figures. For example, two blocks
shown in succession may, in fact, be executed substantially
concurrently, or the blocks may sometimes be executed in
the reverse order, depending upon the functionality
involved. It will also be noted that each block of the block
diagrams and/or flowchart illustration, and combinations of
blocks in the block diagrams and/or flowchart illustration,
can be implemented by special purpose hardware-based
systems that perform the specified functions or acts, or
combinations of special purpose hardware and computer
instructions.

The terminology used herein is for the purpose of describ-
ing particular implementations only and is not intended to be
limiting of the disclosure. As used herein, the singular forms
“a”, “an” and “the” are intended to include the plural forms
as well, unless the context clearly indicates otherwise. It will
be further understood that the terms “comprises” and/or
“comprising,” when used in this specification, specify the
presence of stated features, integers, steps, operations, ele-
ments, and/or components, but do not preclude the presence
or addition of one or more other features, integers, steps,
operations, elements, components, and/or groups thereof.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements in the
claims below are intended to include any structure, material,
or act for performing the function in combination with other
claimed elements as specifically claimed. The description of
the present disclosure has been presented for purposes of
illustration and description, but is not intended to be exhaus-
tive or limited to the disclosure in the form disclosed. Many
modifications and variations will be apparent to those of
ordinary skill in the art without departing from the scope and
spirit of the disclosure. The implementation was chosen and
described in order to best explain the principles of the
disclosure and the practical application, and to enable others
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of ordinary skill in the art to understand the disclosure for
various implementations with various modifications as are
suited to the particular use contemplated.

Having thus described the disclosure of the present appli-
cation in detail and by reference to implementations thereof,
it will be apparent that modifications and variations are
possible without departing from the scope of the disclosure
defined in the appended claims.

What is claimed is:

1. A method comprising:

receiving, at a computing device and from a first mobile
device, (i) signal data indicative of a state change
occurring at the first mobile device and (ii) first accel-
erometer data;

receiving, at the computing device and from a second
mobile device, (i) signal data indicative of a state
change occurring at the second mobile device and (ii)
second accelerometer data;

determining, at the computing device and based at least in
part on the first accelerometer data and the second
accelerometer data, that the state change occurring at
the first mobile device and the state change occurring at
the second mobile device are related;

receiving, at the computing device and from a third
mobile device, third accelerometer data;

responsive to determining, based on the third accelerom-
eter data, that the third mobile device should undergo a
state change, transmitting, by the computing device, to
the third mobile device, a signal indicative of a recom-
mended state change at the third mobile device, the
recommended state change being based at least in part
on one or more of the state change occurring at the first
mobile device and the state change occurring at the
second mobile device.

2. The method of claim 1, wherein:

the state change occurring at the first device is associated
with a first time;

the state change occurring at the second device is asso-
ciated with a second time; and

the determining that the state change occurring at the first
device and the state change occurring at the second
device are related is further based on the first time and
the second time.

3. The method of claim 1, further comprising:

receiving, at the computing device and from the first
mobile device, in addition to the signal data indicative
of the state change occurring at the first mobile device,
first ambient noise data;

receiving, at the computing device and from the second
mobile device, in addition to the signal data indicative
of the state change occurring at the second mobile
device, second ambient noise data; and

wherein the determining that the state change occurring at
the first mobile device and the state change occurring at
the second mobile device are related is further based on
the first ambient noise data and the second ambient
noise data.

4. The method of claim 1, further comprising:

receiving, at the computing device and from the first
mobile device, in addition to the signal data indicative
of the state change occurring at the first mobile device,
an indication of a location associated with the first
mobile device;

receiving, at the computing device and from the first
mobile device, in addition to the signal data indicative
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of the state change occurring at the second mobile
device, an indication of a location associated with the
second mobile device; and

wherein the determining that the state change occurring at

the first mobile device and the state change occurring at
the second mobile device are related is further based on
the location associated with the first mobile device and
the location associated with the second mobile device.

5. The method of claim 1, wherein:

the determining that the state change occurring at the first

mobile device and the state change occurring at the
second mobile device are related is further based on a
percentage of mobile devices that have undergone a
particular state change at a common geographic loca-
tion associated with the first mobile device and the
second mobile device.

6. The method of claim 5, wherein:

the particular state change is at least one of the state

change occurring at the first mobile device and the state
change occurring at the second mobile device.

7. The method of claim 1 wherein: the first state change
includes at least one of an airplane setting state change, a
ringer setting state change, a vibration setting state change,
and an audio setting state change.

8. A system comprising:

at least one memory operatively coupled to a processor

and configured for storing data and instructions that,

when executed by the processor, cause the processor to

perform a method comprising:

receiving, ata computing device and from a first mobile
device, (i) signal data indicative of a state change
occurring at the first mobile device and (ii) first
ambient noise data;

receiving, at the computing device and from a second
mobile device, (i) signal data indicative of a state
change occurring at the second mobile device and
(i1) second ambient noise data;

determining, at the computing device and based at least
in part on the first ambient noise data and the second
ambient noise data, that the state change occurring at
the first mobile device and the state change occurring
at the second mobile device are related;

receiving, at the computing device and from a third
mobile device, third ambient noise data;

responsive to determining, based on the third ambient
noise data, that the third mobile device should
undergo a state change, transmitting, by the comput-
ing device, to the third mobile device, a signal
indicative of a recommended state change at the third
mobile device, the recommended state change being
based at least in part on one or more of the state
change occurring at the first mobile device and the
state change occurring at the second mobile device.

9. The system of claim 8, wherein:

the state change occurring at the first mobile device is

associated with a first time;

the state change occurring at the second mobile device is

associated with a second time; and

the determining that the state change occurring at the first

mobile device and the state change occurring at the
second mobile device are related is further based on the
first time associated with the state change occurring at
the first mobile device and the second time associated
with the state change occurring at the second mobile
device.
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10. The system of claim 8, further storing data and
instructions that, when executed by the processor, cause the
processor to perform the method further comprising:

receiving, at the computing device and from the first

mobile device, in addition to the signal data indicative
of the state change occurring at the first mobile device,
first accelerometer data;

receiving, at the computing device and from the second

mobile device, in addition to the signal data indicative
of the state change occurring at the second mobile
device, second accelerometer data; and

wherein the determining that the state change occurring at

the first mobile device and the state change occurring at
the second mobile device are related is further based on
the first accelerometer data and the second accelerom-
eter data.

11. The system of claim 8, wherein:

the first mobile device is associated with a location;

the second mobile device is associated with a location;

and

the determining that the state change occurring at the first

mobile device and the state change occurring at the
second mobile device are related is further based on the
location associated with the first mobile device and the
location associated with the second mobile device.

12. The system of claim 11, wherein:

the location of the first mobile device is a first reported

GPS location of the first mobile device; and

the location of the second mobile device is a second

reported GPS location of the second mobile device.

13. The system of claim 8, wherein:

the state change occurring at the first mobile device

includes at least one of an airplane setting state change,
a ringer setting state change, a vibration setting state
change, and an audio setting state change.

14. The system of claim 8, wherein:

the determining that the state change occurring at the first

mobile device and the state change occurring at the
second mobile device are related is further based on a
number of mobile devices that have undergone a par-
ticular state change at a common geographic location
associated with the first mobile device and the second
mobile device.

15. A computer program product including a non-transi-
tory computer readable medium for storing data and instruc-
tions that, when executed by a processor, cause the processor
to perform a method comprising:

receiving, at a computing device and from a first mobile

device, (i) signal data indicative of a state change

occurring at the first mobile device and (ii) first accel-

erometer data;

receiving, at the computing device and from a second
mobile device, (i) signal data indicative of a state
change occurring at the second mobile device and
(i1) second accelerometer data;

determining, at the computing device and based at least
in part on the first accelerometer data and the second
accelerometer data, that the state change occurring at
the first mobile device and the state change occurring
at the second mobile device are related;

receiving, at the computing device and from a third
mobile device, third accelerometer data;
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responsive to determining, based on the third acceler-
ometer data, that the third mobile device should
undergo a state change, transmitting, by the comput-
ing device, to the third mobile device, a signal
indicative of a recommended state change at the third
mobile device, the recommended state change being
based at least in part on one or more of the state
change occurring at the first mobile device and the
state change occurring at the second mobile device.

16. The computer program product of claim 15, wherein:

the state change occurring at the first mobile device is

associated with a first time;

the state change occurring at the second mobile device is

associated with a second time;

the determining that the state change occurring at the first

mobile device and the state change occurring at the
second mobile device are related is further based on the
first time associated with the state change occurring at
the first mobile device and the second time associated
with the state change occurring at the second mobile
device.

17. The computer program product of claim 15, wherein
further storing data and instructions that, when executed by
the processor, cause the processor to perform the method
further comprising:

receiving, at the computing device and from the first

mobile device, in addition to the signal data indicative
of the state change occurring at the first mobile device,
first ambient noise data;

receiving, at the computing device and from the second

mobile device, in addition to the signal data indicative
of the state change occurring at the second mobile
device, second ambient noise data; and

wherein the determining that the state change occurring at

the first mobile device and the state change occurring at
the second mobile device are related is further based on
the first ambient noise data and the second ambient
noise data.

18. The computer program product of claim 15, wherein:

the first mobile device is associated with a location;

the second mobile device is associated with a location;

and

the determining that the state change occurring at the first

mobile device and the state change occurring at the
second mobile device are related is further based on the
location associated with the first mobile device and the
location associated with the second mobile device.

19. The computer program product of claim 15, wherein:

the state change occurring at the first mobile device

includes at least one of an airplane setting state change,
a ringer setting state change, a vibration setting state
change, and an audio setting state change.

20. The computer program product of claim 15, wherein:

the determining that the state change occurring at the first

mobile device and the state change occurring at the
second mobile device are related is further based on a
density of mobile devices that have undergone a par-
ticular state change at a common geographic location
associated with the first mobile device and the second
mobile device.



